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I N T R O D U C T I O N  T O  T H I S  P R O J E C T

Objectives and Goals

Integration to PlanDyO Project

Develop an AI-powered analysis pipeline
to identify taxonomy and analyze plankton
trends and their influence on the marine
ecosystem along with LLMs technologies.

Improve marine biodiversity studies and
support monitoring by automating plankton
analysis - Finding the dynamic of an area,
and the function of individual species

Licmophora Diatom Image via Olympus Microscope,
from Mutsu Bay, Aomori, courtesy of Akane-san 
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E N D - T O - E N D  O V E R V I E W  O F  T H E  P R O J E C T

Apply image processing techniques to
enhance features of the sample:
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Samples Auto-Imaging Pipeline Resulting Outcomes

Abundance and Distribution

Plankton Classification
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C O L L E C T I N G  S A M P L E S  A N D  P L A N K T O S C O P E
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A N A T O M Y  A N D  U S A G E  O F  A  P L A N K T O S C O P E

Flow-Cell
Raspberry-Pi

(Inside)

Sample

Trash
Peristaltic

Pump

Air Pump

LED Camera

3 milliliters per 1 Sample
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P L A N K T O S C O P E  O P E R A T I O N

Manual Fluid Manipulation

Optic Configuration

LED Output

Capture Screen

Flow rate: 0.05ml/min

Add raw data
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A U T O - I M A G I N G  A N D  M O N I T O R I N G  P I P E L I N E
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Feature PlanktoScope (Image-Based) New Method (Video + LLM)

Input Data Static images Continuous video frames

Speed & Efficiency Limited by single-image processing Faster due to frame-to-frame consistency

Output Format Static segmentation Context-aware, richer taxonomic outputs

Motion Analysis ❌ Not possible  Tracks movement trajectories

Environmental Factors ❌ Not considered  Includes temperature, pH, angle

Behavioral Insights ❌ Limited to morphology  Behavior changes based on factors

P L A N K T O S C O P E  S E G M E N T A T I O N  V S  V I D E O  +  L L M
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A U T O - I M A G I N G  P I P E L I N E  O V E R V I E W

2 Background subtract

3 Binary threshold 4 Closed Binary

1 Contrast Enhance
Contrast Limited Adaptive
Histogram Equalization (CLAHE)

Absolute difference and
Guassian blurred background

Converts to binary, apply
adaptive bg/fg threshold

Uses morphological closing
(dilation & erosion)

Classification Node

Next Section ..
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Detection Segmentation Tracking

Cropped Screen

P L A N K T O N  D E T E C T I O N  A L G O R I T H M

Size OK Too Small OK

KEEP OK
Not OK

Not OK

Not OK
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I M A G E  S E G M E N T A T I O N  A N D  P A D D I N G

Padding for each plankton 

Segmented Image Saved Image

Detection Segmentation Tracking
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Detection Segmentation Tracking

P L A N K T O N  T R A C K I N G  A L G O R I T H M

Frame 1

Frame 2

Frame 3

Frame 4

Centroid

Distance
between frames

Setting distance threshold
to consider one object as
the same object

Remark: Plankton
speed is a byproduct of
this step
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C L A S S I F I C A T I O N  M E T H O D O L O G I E S
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C O N V O L U T I O N A L  N E U R A L  N E T W O R K

Remark: There are
observable skewness in
the downloaded dataset
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Generative AI and
Large Language Model
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... Inquiry Prompt +
JSON format

plankton metadata

M U L T I M O D A L  L L M  I M P L E M E N T A T I O N

Detection Node Output

Output individual “Plankton”
or “Non-Plankton” images

LLM Output

GUI (Graphic
User Interface)

JSON Format is

Structured, machine-
readable, parsable,
supports nested data

Integrates with
APIs, databases, and
applications

User-friendly,
visual interaction

(buttons, text
fields)

Integrating into
apps, automation,
or backend

API (Application
Programming
Interface)

Plankton Classification and
Metadata Generation

Goal of LLM Method

via VertexAI

Testing to Implementation
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M O D E L  D I R E C T  C O M P A R I S O N

19

Adjustable Variables

Allowed creativity in the
response

Probability threshold for
top-p sampling



What type of plankton is this? if its plankton
please answer with the species name, and if
it is not, please answer with "none" The
answer format JSON, with key as "type"
please only answer in JSON nothing else
size of this sample is {size}

M U L T I M O D A L  L L M  I M P L E M E N T A T I O N  V I A  G U I

Prompt Drafting - v 0.1

Remark: Outputting JSON from GenAi for it to be
able to integrate with other parts of the system

ceratium.png
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ceratium.png

M U L T I M O D A L  L L M  I M P L E M E N T A T I O N  V I A  A P I

Input Output

PromptImage Declaration Image Attachement
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F I N E  T U N I N G  O P T I O N S  F O R  T H I S  U S E  C A S E

You are an expert marine biologist with extensive knowledge of plankton taxonomy. You specialize
in identifying and classifying various plankton species based on provided image data or textual
descriptions.    
 You are classifying an organism to determine whether it is plankton. If it is, provide its taxonomic
details (family, genus, species). If it is not plankton, return `"none"`. The output must strictly
adhere to JSON format for seamless integration into a structured database.    
 **Steps:**     
 1. Analyze the given image to determine if it belongs to the plankton category.     
 2. If it is plankton, classify it as accurately as possible and provide the taxonomic details.     
 3. If it is not plankton, return `"none"` in the response.     
 4. Ensure the response strictly follows the JSON format.     
 **Output Format:**     
 {    
 "family": "",    
 "genus": "",    
 "species": "" 
 }    
 If it is **not plankton**, return:    
 {    
 "species": "none"    
 }   
 Classify the given input according to the structured taxonomy above. If the organism is not plankton,
return `"none"`. Do not include any additional text or explanation—only the JSON output.

PERSONA

STEPS

CUE

OUTPUT

CONTEXT

Prompt Engineering

Retrieval Augmented Generation

Retrieves similar plankton
images and metadata from a
vector database using image
embeddings

Structures LLM queries to
utilize retrieved metadata
and ensures responses are
formatted correctly

See this slide >

See next slide ...
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F I N E  T U N E  B Y  P R O M P T  E N G I N E E R I N G
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I LOVE PLANKTONS

I LIKE PLANKTONS

I HATE PLANKTONS

0.82

0.70

0.24

Embedding  modelInput Data Output Vector

P R I M E R  F O R  V E C T O R  E M B E D D I N G  I N  R A G

Transforming Data
(text) into Number

Euclidean Distance

0 1

Distance = 0.82−0.70 = 0.12
Distance = 0.70−0.24 = 0.46

Distance = 0.82−0.24 = 0.58

I HATE PLANKTON

I LOVE PLANKTON

I LIKE PLANKTON

Output Vector
represents semantic

embedding Distance represents
semantic similarity

Shortest distance
means most similar

Longest distance
means least similar

1 Dimension Euclidean Space

Output vectors in this slide are for example only
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Prompt + Picture

JSON & Metadata

Embed Model

Embed Model

Embedded
vectors

F I N E  T U N E  B Y  R A G  I M P L E M E N T A T I O N

Picture/PDF/Text
of Plankton data

Vector Embedding Node
Vector Database

Classification Inquiry Node

Remark: There are 2 ways of going with this - Local or Vertex AI’s Feature Store

Embedded
vectors

Vector Distance

Our Input

LLM Output

Context
Injection
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R A G  F E E D B A C K  L O O P  I M P L E M E N T A T I O N

Existing RAG implemented LLM

Result Verification with
Expert in the field

New fact-checked and
verified data

Embeddings

Append new
knowledge into the
knowledge-base

New data from
LLM result
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Prompt + Picture

Embedded
vectors

JSON & Metadata

Picture/PDF/Text
of Plankton data

Vector Embedding Node
Vector Database

Classification Inquiry Node

Embedded
vectors

Vector Distance

Our Input

LLM Output

Context
Injection

all-mpnet-base-v2

Embed Model

all-mpnet-base-v2

Embed Model

all-mpnet-base-v2

Embed Model



R E S U L T S  A N D  N E X T  S T E P S
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A B U N D A N C E  A N D  S I Z E  D I S T R I B U T I O N
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We can observe that there is a
higher abundance of planktons

after the colder part of winter

Jaronchai Dilokkalayakul



P L A N K T O N  C L A S S I F I C A T I O N  S N I P P E T S
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There are some that are still incorrect

The above samples are correctly predicted



Have an
awesome
day!

Jaronchai Dilokkalayakul
Information Biology Laboratory,
Tohoku University 東北⼤学

New knowledge without previous data + Feedback loop
“Agentic AI” - streamline manual human processes
Locally hosted LLM and embedding models

Next step for this project

Potential Applications in Related Fields

Marine Biodiversity Monitoring, use LLM + RAG to automate
the microorganisms classification process in ocean samples
Automate functional annotation of in marine microbiomes.
Identify plankton species impacting fish farms, optimizing
feeding and disease prevention.
Let’s discuss!
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APPENDIX
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I N T R O D U C T I O N  T O  T E R M I N O L O G I E S

Planktoscope:
Hardware and software for quantitative imaging of plankton samples

Image Processing:
Analyzing, transforming, and optimizing images by modifying pixel values,
patterns, and structures to extract meaningful information.

Multimodal LLM (Large Language Model):
A Multimodal LLM processes and understands multiple data types (text,
images, audio, etc.) to generate context-aware responses of desired format.

Vector Embedding:
Vector embedding converts data (text, images) into numerical vectors,
allow similarity searches in high-dimensional space for data retrieval

Semantic Similarity
Measures how similar meanings of words, phrases, or texts are based on
context, often using embeddings or language models to quantify closeness.

Appendix
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T E C H  S T A C K  

Samples Auto-Imaging Pipeline

Image Processing Node

Detection Node Classification Node

Appendix

Tools & Platform

Understanding
Google Cloud
Stack
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P L A N K T O S C O P E  G R A P H I C A L  U S E R  I N T E R F A C E
Appendix
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H I S T O G R A M  E Q U A L I Z A T I O N  A N D  C L A H E
Appendix

Gonzalez, R. C. (2018). Digital image processing (4th ed.). Pearson.

MathWorks. (n.d.). Contrast Limited Adaptive Histogram Equalization. Retrieved February 18, 2025,
from https://www.mathworks.com/help/visionhdl/ug/contrast-adaptive-histogram-equalization.html

Contrast Limited Adaptive Histogram Equalization
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M O R P H O L O G I C A L  O P E R A T O R S  O N  B I N A R Y  I M A G E
Appendix

Gonzalez, R. C. (2018). Digital image processing (4th ed.). Pearson.
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𝐴 • 𝐵 = ( 𝐴  𝐵 )  𝐵
Dilation Erosion

Result of
Binary

Threshold

Apply
Closing
Method

Actual Image from the Pipeline

A B O U T  M O R P H O L O G I C A L  C L O S I N G

Figures: Gonzalez, R. C. (2018). Digital image processing (4th ed.). Pearson.

Appendix
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D E T E C T I O N  &  T R A C K I N G  A L G O R I T H M  E V A L U A T I O N

Detection Evaluation Tracking Evaluation
Tracking Goal: Same plankton must have same ID throughoutDetection Goal: Must be Closest to real value as possible

Appendix
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O P T I M I Z A T I O N  F O R  V I D E O  P R O C E S S I N G

Sequential Processing:
Minimizing memory overhead
Tracks across frames, preventing redundancy
Real-time processing and large dataset OK!

Frame Slicing Processing:
Extracts all frames first, storage consuming 
Independent processing
Increases memory and I/O usage

Uses a deque (trackers = deque(maxlen=150)) to store recent detections

Appendix

Average per 30 minutesvideo

39

double-ended queue is an abstract data type that generalizes a queue, for which
elements can be added to or removed from either the front (head) or back (tail)

https://en.wikipedia.org/wiki/Abstract_data_type
https://en.wikipedia.org/wiki/Queue_(data_structure)


C L A S S I F I C A T I O N  S T R A T E G I E S  C O M P A R I S O N

Convolutional Neural Network Large Language Model

Understands Context – Can classify plankton
using descriptions and external knowledge.

Flexible – Can work with both images and text
for classification.

Learn from Descriptions – Can classify even
with limited images using existing knowledge.

Computationally Heavy – Requires more power
and can be slower than CNNs.

Great for Image Recognition – Learns patterns
from images to classify plankton.

Fast & Efficient – Works well once trained,
making quick predictions.

Needs Lots of Labeled Images – Requires a
big dataset to learn accurately.

Struggles with Context – Only focuses on visual
patterns, not scientific descriptions.

Appendix
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2 0 0 6  I F C B  I M A G E S  D A T A S E T  A N D  P R E P R O C E S S I N G

https://darchive.mblwhoilibrary.org/entities/publication/e01696dd-3770-5825-835b-64415111d178

Appendix
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M O D E L  P R O V I D E R  S E L E C T I O N
Appendix

https://platform.openai.com/docs/pricing

Vertex AI’s Gemini OpenAI’s GPT

https://ai.google.dev/gemini-api/docs/pricing
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M O D E L  S E L E C T I O N  A N D  U S A G E  Q U O T A  L I M I T
Appendix

Model Selection
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V E R T E X  A I  A P I  A N D  T E S T I N G  V I A  P O S T M A N
Appendix

API DEVELOPER KEY
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V E R T E X  A I  F E A T U R E  S T O R E  A S  R A G  E N G I N E
Appendix

Using BigQuery Table as a mapping unit

The RAG corpus is created
and automatically associated
with the Feature Store
instance.

RAG APIs use the
rag_corpus_id to handle the
data upload to the Feature
Store instance and to retrieve
contexts from the
rag_corpus_id.

After the synchronization
process completes, you can
retrieve relevant contexts
from the FeatureOnlineStore
index through the
RetrieveContexts API.
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Metric Importance Evaluation Method

Accuracy Ensures correct species identification Comparison with labeled & Human Evaluation

Confidence Scores Avoids unreliable classifications Model's probability scores 

Generalization Tests performance on unseen species Evaluate on unseen plankton images

Speed & Efficiency Ensures practical use in research Measure processing time per image

Bias & Hallucination Prevents incorrect classifications Cross-check AI output with expert labels

G E N E R A T I V E  A I  E V A L U A T I O N

Human evaluation is important for accuracy, misclassifications
+ refine the model by feedback loop with expert knowledge

Appendix
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M U L T I M O D A L  S E M A N T I C  S E A R C H  I M A G E S  +  T E X T
Appendix

https://arxiv.org/abs/2403.19651

Self-Supervised Learning: Uses web image pairs and foundation models to generate
training data with 36.7M triplets.  
Open-Ended Retrieval: Supports complex search intents beyond visual similarity.  
Diverse Intent Handling: Interprets various search instructions in large-scale tests.

TRIPLETS consisting of three
components:

Query Image – The starting
image for the retrieval task.
Instruction – A description
specifying how the retrieved
image should relate to the
query image.
Target Image – The image that
best matches the query image
based on the given instruction.
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F R E Q U E N T L Y  U S E D  S E M A N T I C  V E C T O R  D I S T A N C E
Appendix

IP is more useful if you need to compare non-normalized
data or when you care about magnitude and angle.

If you use IP to calculate similarities between
embeddings, you must normalize your embeddings. After
normalization, the inner product equals cosine similarity.

Euclidean Distance

Measures the length of a segment that connects 2 points.
It’s the most commonly used distance metric and is very
useful when the data are continuous.

Inner Product

Euclidean Distance

Uses the cosine of the angle between two sets of vectors to measure how similar they are. The cosine similarity is always in the interval [-1, 1].
The larger the cosine, the smaller the angle between the two vectors, indicating that these two vectors are more similar to each other.
By subtracting their cosine similarity from 1, you can get the cosine distance between two vectors.
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F I N E  T U N I N G  G E N - A I  B Y  L A Y E R  O F  I N T E R A C T I O N
Appendix

Presentation slides are reused from my GenAI Layers of Interaction slides
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End of Presentation!

Jaronchai Dilokkalayakul
Information Biology Laboratory,
Tohoku University 東北⼤学
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