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Summary Key Concept of LLM Inquiry

Traditional plankton identification methods are labor-intensive and hard to scale,

posing challenges for monitoring marine ecosystems and detecting environmental
changes. While CNNs automate classification, they depend on large labeled datasets

and lack contextual reasoning. To address this, we propose a framework that eoe
combines large language models (LLMs) with retrieval-augmented generation (RAG)

to classity plankton using both image and contextual metadata. By retrieving
semantically similar examples from a curated vector database and integrating them

into the Large Language Model’s input, our system enables context-aware, scalable
classification with reduced reliance on labeled data.
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Large Language Model and Retrieval-Augmented Generation Framework

RAG implemented LLM with Feedback Loop
Existing RAG implemented LLM

A prompt and an image of a plankton specimen are
provided as the input query. Then the image and
textual context are encoded into vector embeddings.
The embedding is used to search a vector database
containing embedded plankton documents, this
retrieves semantically similar examples. The retrieved
context is then injected into an LLM, which uses both
the input and retrieved information to generate a
structured JSON taxonomic metadata output. New
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